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Abstract

We present a summary of recent simulation studies of
the electron-cloud (EC) build-up for the FNAL MI and for
the LHC. In the first case we pay particular attention to
the dependence on bunch intensityNb at injection energy
assuming the nominal bunch spacingtb = 19 ns, and we
focus on the dipole magnets and field-free regions. The
saturated value of the average EC density shows a clear
threshold inNb beyond which the beam will be approxi-
mately neutralized on average. For the case of the LHC we
limit our discussion to arc dipoles at collision energy, and
bunch spacingstb = 25 ns ortb = 75 ns. The main vari-
ables exercised in this study areNb and the peak value of
the secondary emission yield (SEY)δmax. For tb = 25 ns
we conclude that the EC power deposition is comfortably
below the available cooling capacity of the cryogenic sys-
tem if δmax is below∼ 1.2 at nominalNb. For tb = 75
ns, the EC power deposition is insignificant. As a byprod-
uct of this exercise, we reach a detailed understanding of
the significant role played by the backscattered secondary
electrons. This article summarizes the results, an slightly
extends the discussions, presented in Refs. 1 and 2.

INTRODUCTION

Two recent articles describe the simulated EC build-up
for the EC in the LHC arc dipoles at beam energyEb = 7
TeV [1] and a similar investigation for the proposed FNAL
Main Injector (MI) upgrade atEb = 8 GeV1 in a bending
magnet and in a field-free region [2]. These simulations
were carried out with the EC build-up code POSINST, a
2D not-self-consistent code in which the beam is a pre-
scribed function of space and time while the electrons, rep-
resented by macroparticles, are fully dynamical [3–6]. The
code embodies a detailed probabilistic model for secondary
electron emission (SEE), whose parameters were obtained
from fits to laboratory measurements of the SEY function
δ(E0), whereE0 is the incident electron energy, and the
secondary emission energy spectrum (SEES)dδ/dE [5,6].
The code has been successfully validated by benchmarks
against dedicated measurements of the electron flux at the
vacuum chamber walls at the APS [7] when it was run with
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1Owing to a misunderstanding, we chose 8 GeV as the MI injection

energy, when in fact it is 8.9 GeV. This 10% error has negligible effect on
our results.

a positron beam, and at the PSR [8]. Although the agree-
ment between simulations and measurements in these two
cases was satisfactory, it should be kept in mind that certain
parameters pertaining to SEE, used as input to the simula-
tions, are rarely, if ever, precisely known in advance for
any given case. This is to a large extent a consequence of
the fact that some such parameters, particularly the peak
SEYδmax, are not static, but rather evolve as a result of the
surface conditioning process as a natural consequence of
machine operation or changes in vacuum conditions. Thus
the above-mentioned validation exercises can be consid-
ered fruitful if the agreement between simulation and mea-
surement requires adjusting only a few parameters within a
narrow and reasonable range values. In this sense, the two
above-mentioned benchmarks against measurements at the
APS and PSR were successful.

For the case of the LHC we have carried out a fairly ex-
tensive sensitivity analysis of our results against variations
in the numerical computation parameters as well as against
variations in the model parameters. As a byproduct, we find
good agreement with the results obtained at CERN with the
code ECLOUD provided the models employed for the SEY
are similar [9]. For the case of the MI, a comparable sen-
sitivity analysis has yet to be carried out, and our results
represent only an initial step in what will be a more ex-
tensive analysis. The simulated EC build-up for the two
machines, particularly the threshold behavior as a function
of Nb, show strong qualitative differences which we intend
to explain in the near future [10].

A newer 3D self-consistent code, WARP/POSINST, is
being developed in our group and will be applied to in-
vestigate the effects of the EC and the beam under their
mutual and simultaneous influence [11]. This code is be-
ing systematically validated against other simulation codes
and against experiments at the HCX facility at LBNL [12].

LHC

The main concern from the EC at the LHC is an exces-
sive power deposition by the electrons striking the walls
of the chamber. Since the LHC cryogenic system was de-
signed before the discovery of the EC effect, its specifica-
tions did not take into account this extra source of power
deposition, which must be dissipated if the LHC is to func-
tion as nominally specified. Consequently, much effort has
been devoted to estimate the EC power deposition as ac-
curately as possible, and to devise mitigating mechanisms
if necessary [13]. Another important concern, namely slow
emittance growth, has been recently raised [14]; we will not



address this latter issue here. Since the LHC beam needs to
be stably stored for 10-20 hrs, these two issues (and many
others, of course) need to be well understood and controlled
in order to maximize integrated luminosity.

Our main results are summarized in Fig. 1, which shows
the simulated average linear power depositiondP̄ /dz vs.
Nb for various values ofδmax. For the cryogenic system to
be able to dissipate the EC power deposition, the conditions
must be such thatdP̄ /dz is below the dotted lines labeled
“ACC” [15]. For each value ofδmax, there are 3 sets of
data corresponding to 3 different models of SEE. The re-
sults show a sensitivity not just to the SEY, but also to the
SEES. If the rediffused component of the spectum is arti-
ficially set to zero while the true secondary and backscat-
tered components are scaled up so thatδmax remains fixed
(traces labeled “NR”),dP̄ /dz is roughly cut in half relative
to the model with the full SEES, which includes the redif-
fused component (traces labeled “R”). The parameters of
model “R” used in the simulation were obtained from fits
to copper data.2 The results for cases “R” and “NR” were
obtained with our code POSINST, while the results labeled
“LTC40” were obtained with the CERN code ECLOUD.
One sees that the traces “NR” and “LTC40” are in good
agreement, as expected, since in these two cases the SEE
models are approximately the same (they both exclude red-
iffused electrons) [9]. The explanation for the relatively
large contribution of the rediffused electrons (∼ 100% in-
crease indP̄ /dz for∼ 10% increase in the rediffused com-
ponent) is given in Sec. IV of Ref. 1. A key component of
the explanation is the large bunch spacing, which allows
more than one generation of secondary electrons to cross
the chamber between any two bunch passages.

Figure 2 showsdP̄ /dz for Nb = 1× 1011 as a function
of δmax, exhibiting a clear threshold atδmax ' 1.2. The
values fordP̄ /dz shown in Figs. 1 and 2 are computed
from a first-batch injection into an empty chamber; steady-
state values fordP̄ /dz are∼ 40% larger than these [1].
For this reason, we conclude that a reasonable condition
for dP̄ /dz not to exceed the available cooling capacity of
the cryogenic system isδmax∼<1.2. The beam conditioning
time required to reach such a value ofδmax remains to be
computed in detail. This issue if further discussed below.

If the bunch spacing is 75 ns instead of 25 ns,dP̄ /dz (not
shown) is comfortably below the available cooling capac-
ity of the cryogenic system for almost any realistic condi-
tions, hence in this case the EC is not expected to pose any
operational limitations to the LHC vis-à-vis the EC power
deposition.

The stability of these calculations against changes in
computational parameters has been verified to a substan-
tial degree, and the sensitivity to model parameters reason-
ably well explored. However, uncertainties remain, primar-
ily arising from the lack of detailed knowledge of the per-
centage of rediffused electrons and the value ofδ(0). Such

2In our simulations we used old data sets for the SEY and SEES that
might not correspond to the actual LHC beam screen surface. New mea-
surements for such a material would be highly desirable.

20

15

10

5

0

d
P-
/
d
z
 
[
W
/
m
]

2.01.81.61.41.21.0
δmax

Nb=1x10
11

tb=25 ns

ACC

Figure 2: Average power deposition in an LHC arc dipole
magnet vs.δmax for Nb = 1 × 1011. “ACC:” available
cooling capacity of the cryogenic system.

uncertainties could be removed to some extent by detailed
measurements of the SEY and SEES for actual samples of
the LHC beam screen copper surface; however, it should be
kept in mind that some uncertainties will inevitably remain
as a result of the expected conditioning process once the
LHC starts storing beam.

MAIN INJECTOR

A proposed upgrade of the MI calls for an increase in
Nb by a factor∼ 5 from its present value of6 × 1010,
plus a possible change in RF frequency. The upgrade is
intended to use the MI as a high-intensity neutrino source
(HINS) [16]. Unlike the LHC, the cycle time of the ma-
chine (injection, ramping, fast extraction) is quite short,∼<1
s, hence the main concerns raised by the upgrade pertain
not to emittance growth but to the development of beam
haloes which might lead to excessive activation upon beam
extraction [17]. Investigations of the EC at the MI [18] and
the Tevatron [19–21] show a high likelihood of the pres-
ence of an EC at high beam intensity, although direct elec-
tron detection is not yet available.3

A preliminary simulation of the EC build-up at the MI
[2] at injection energy shows a strong threshold effect in
the average electron densityρe as a function ofNb, as seen
in Fig. 3. The densityρe rises by∼ 5 orders of magnitude
beyond threshold, reaching a level where the proton beam
is essentially neutralized on average, and leading to a con-
tribution∼ +0.05 to the space-charge tune shift. Above
threshold, the time development of the EC build-up is ex-
ponential with a risetime of∼ 1 µs (see Fig. 4).

The actual parameter that controls the severity of the EC
is the effective SEYδeff , namely the average SEY over all
electrons striking the wall during any relevant time inter-
val. If δeff > 1, the EC is strong, and ifδeff < 1 the EC is

3Two electron detectors, one each in the MI and the Tevatron, were
recently installed and are expected to begin data acquisition during the
current run.
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Figure 1: Average power deposition per unit length of chamber in an LHC arc dipole magnet vs.Nb for tb = 25 ns.
“R:” full SEES; “NR:” SEES without the rediffused component; “LTC40:” results from Ref. 9; “ACC:” available cooling
capacity of the cryogenic system at high luminosity with 25% contingency, or at low luminosity with no contingency.
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Figure 3: Average electron density in steady state for the
MI vs. Nb assumingδmax = 1.3. This choice forδmax is
meant only as an initial step in a more comprehensive anal-
ysis yet to be carried out. Models “H” and “K” represent
two choices for certain details of the SEES. Model “H” for
the MI is the same as model “R” for the LHC (Fig. 2).

weak or nonexistent. These two possibilities were explic-
itly shown to happen in the MI above and below thresh-
old, respectively [2]. Althoughδeff has a monotonic de-
pendence onδmax, it is not easy to compute a priori; it is

10-5

10-4

10-3

10-2

10-1

100

101

λ e
 
[
n
C
/
m
]

10x10-686420

time [s]

 drift
 dipole

Nb=3x10
11

model K
δmax=1.3

Figure 4: Build-up of the average EC line density during
one revolution in the MI forNb = 3×1011. The horizontal
green line represents the average beam neutralization level,
given byλb = eNb/sb = 8.5 nC/m, wheresb = 5.6 m
is the bunch spacing (or RF wavelength, in this particular
case).

obtained as a byproduct of the simulation, as it requires an
average over all electron wall-collision events in the cham-
ber during the chosen time interval.



CONDITIONING

When a metallic surface is continuously bombarded with
electrons, its SEY steadily decreases. For an electron dose
D in the range10−4 ∼< D ∼< 1 C/cm2, controlled bench
experiments and measurements in vacuum show that the
peak SEYδmax roughly follows a logarithmic dependence
with dose,

δmax ' d1 − d2 log D (1)

so thatδmax ∼ 1 when D ∼ 1 C/cm2 (d1 and d2 are
material-dependent positive constants that are not critical
for the present discussion) [22, 23]. This implies that the
EC in storage rings is self-conditioning: the very electrons
from the cloud gradually condition the chamber surface un-
til δmax is so small that the effect becomes innocuous. The
important question, of course, is how long it takes for this
beam conditioning process to bring the SEY down to such
a level. This beam conditioning effect has been clearly ob-
served in storage rings in which the EC is initially present
[24,25]

Figure 5 shows sample results for the simulated bom-
bardment rate, i.e., electron flux at the wallJe, for the
LHC and MI as a function ofNb assumingδmax = 1.3.
The turnover seen in the case of the LHC is due to the fact
that for largeNb the electrons strike the walls of the cham-
ber with a typical energy larger thanEmax, i.e., the value
at which δ(E0) has a maximum. As a result, asNb in-
creases above∼ 1 × 1011, the effective SEY decreases,
hence so does the average electron density in the chamber,
and hence so doesJe. The peak bombardment rate occurs
just below the nominal beam intensity, a curious coinci-
dence. For the MI, the turnover has not been reached even
for Nb = 3×1011, possibly because the larger bunch length
of the MI (σz = 75 cm) leads to a weaker beam-electron
kicks than for the LHC (σz = 7.7 cm).

DISCUSSION

While we have ascertained the stability of our LHC re-
sults against variations in computational parameters, and
we have reasonably well understood the sensitivity to sev-
eral physical parameters, we have not yet carried out such
validation exercise for the MI, particularly the sensitiv-
ity to δmax. For the case of the LHC dipoles, the elec-
tron density (not shown) has a qualitatively similar de-
pendence onNb as dP̄ /dz does (Fig. 1), with a thresh-
old Nb,th ∼ 2 × 1010 and an approximately linear rise in
(Nb − Nb,th) for Nb > Nb,th. The striking qualitative
difference with the results for the MI, for whichρe rises
suddenly forNb > Nb,th ∼ (1−1.5)×1011 and is quickly
followed by saturation, demands an explanation. It is al-
most certainly the case that the large bunch spacing in the
LHC compared with the MI plays a significant role (bunch
length may also be important). We expect to address these
issues in the near future [10].

A conservative rule of thumb is that EC effects become
negligible whenδmax ∼ 1, which, as mentioned above, re-
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Figure 5: Average electron flux at the wall for the choice
δmax = 1.3. (a) LHC arc dipole magnet at beam energy
Eb = 7 TeV; (b) MI dipole atEb = 8 GeV. The models
refer to specific parameter choices for the SEY and SEES.
Model “K” for the MI is the same as model “R” for the
LHC. The arrow in (a) indicates the nominal bunch inten-
sity, 1.15× 1011.

quires a doseD ∼ 1 C/cm2. Taking this rule of thumb
as a very rough guide for the beam conditioning process,
the results in Fig. 5 imply a beam conditioning time of
several centuries for the MI atNb = 6 × 1010, a few
hours atNb = 3 × 1011, and tens of hours for the LHC at
Nb = 1× 1011. Of course, this estimate is extremely sim-
plistic because, as conditioning progresses,δmax decreases,
hence so does the electron flux at the wall, hence the pro-
cess gradually slows down. On the other hand, an innocu-
ous EC might be achieved for values ofδmax somewhat
larger than unity. A further complication in the condition-
ing time estimates is that the three components of the SEES
do not seem to condition at the same rate for a given dose;
indeed, recent data [26] for cold copper indicates that the
elastically backscattered component does not condition at
all for very low values of incident electron energy.
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