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Abstract
We present a broad-brush survey of the phenomenology,

history and importance of the electron-cloud effect (ECE).
We briefly discuss the simulation techniques used to quan-
tify the electron-cloud (EC) dynamics. Finally, we present
in more detail an effective theory to describe the EC density
build-up in terms of a few effective parameters.

For further details, the reader is encouraged to refer to
the proceedings of many prior workshops, either dedicated
to EC or with significant EC contents, including the en-
tire “ECLOUD” series [1–22]. In addition, the proceed-
ings of the various flavors of Particle Accelerator Confer-
ences [23] contain a large number of EC-related publica-
tions. The ICFA Beam Dynamics Newsletter series [24]
contains one dedicated issue, and several occasional arti-
cles, on EC. An extensive reference database is the LHC
website on EC [25].

THE BASIC OVERALL PICTURE
The qualitative picture of the development of an electron

cloud for a bunched beam is as follows:

1. Upon being injected into an empty chamber, a beam
generates electrons by one or more mechanisms, usu-
ally referred to as “primary,” or “seed,” electrons.

2. These primary electrons get rattled around the cham-
ber from the passage of successive bunches.

3. As these electrons hit the chamber surface they yield
secondary electrons, which are, in turn, added to the
existing electron population.

This process repeats with the passage of successive
bunches. The EC density ne grows until a saturation level
is reached. The density gradually decays following beam
extraction, or during the passage of a gap in the beam. In
many cases of interest, the net electron motion in the lon-
gitudinal direction, i.e. along the beam direction, is not
significant, hence the electron cloud is sensibly localized.
For this reason, in first approximation, it makes sense to
study it at various locations around the ring independently
of the others. In addition, given that the essential dynam-
ics of the electrons is in the transverse plane, i.e. perpen-
dicular to the beam direction, two-dimensional simulations
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are also a good first approximation to describe the build-up
and decay. In some cases, such as the PSR, electron genera-
tion, trapping and ejection from quadrupole magnets is now
known to be significant, and these electrons act as seeds for
the EC buildup in nearby drift regions [26].

The main sources of primary electrons are: photoemis-
sion from synchrotron-radiated photons striking the cham-
ber walls; ionization of residual gas; and electron gener-
ation from stray beam particles striking the walls of the
chamber. Depending on the type of machine, one of these
three processes is typically dominant. For example, in
positron or electron storage rings, upon traversing the bend-
ing magnets, the beam usually emits copious synchrotron
radiation with a ∼keV critical energy, yielding photoelec-
trons upon striking the vacuum chamber. In proton rings,
the process is typically initiated by ionization of residual
gas, or from electron generation when stray beam particles
strike the chamber.

The above-mentioned primary mechanisms are usually
insufficient to lead to a significant EC density. However,
the average electron-wall impact energy is typically∼100–
200 eV, at which secondary electron emission is significant.
As implied by the above description, secondary emission
readily exponentiates in time, which can lead to a large am-
plification factor, typically a few orders of magnitude, over
the primary electron density, and to strong temporal and
spatial fluctuations in the electron distribution [27]. This
compounding effect of secondary emission is usually the
main determinant of the strength of the ECEs, and is par-
ticularly strong in positively-charged bunched beams (in
negatively-charged beams, the electrons born at the walls
are pushed back into the wall with relatively low energy,
typically resulting in relatively inefficient secondary emis-
sion).

The ECE combines many parameters of a storage ring
such as bunch intensity, size and spacing, beam energy
[28], vacuum chamber geometry, vacuum pressure, and
electronic properties of the chamber surface material such
as photon reflectivity Rγ , effective photoelectric yield (or
quantum efficiency) Yeff , secondary electron yield (SEY),
characterized by the function δ(E) (E =electron-wall im-
pact energy), secondary emission spectrum [29, 30], etc.
The function δ(E) has a peak δmax typically ranging in
1−4 at an energyE = Emax typically ranging in 200−400
eV.

A convenient phenomenological parameter is the effec-
tive SEY, δeff , defined to be the average of δ(E) over all
electron-wall collisions during a relevant time window. Un-
fortunately, there is no simple a-priori way to determine



δeff , because it depends in a complicated way on a com-
bination of many of the above-mentioned beam and cham-
ber parameters. If δeff < 1, the chamber walls act as net
absorbers of electrons and ne grows linearly in time fol-
lowing beam injection into an empty chamber. The growth
saturates when the net number of electrons generated by
primary mechanisms balances the net number of electrons
absorbed by the walls. If δeff > 1, the EC grows ex-
ponentially. This exponential growth slows down as the
space-charge fields from the electrons effectively neutral-
ize the beam field, reducing the electron acceleration. Ulti-
mately, the process stops when the EC space-charge fields
are strong enough to repel the electrons back to the walls of
the chamber upon being born, at which point δeff becomes
= 1. At this point, the EC distribution reaches a dynami-
cal equilibrium characterized by rapid temporal and spatial
fluctuations, determined by the bunch size and other vari-
ables. For typical present-day storage rings, whether using
positron or proton beams, the spatio-temporal average ne
reaches a level ∼ 1010−12 m−3, the energy spectrum of
the electrons typically peaks at an energy below ∼ 100 eV,
and has a high-energy tail reaching out to keV’s. Figure 1
illustrates the build-up of the electron cloud in the LHC.

If there is a gap in the beam, or if the beam is extracted,
the cloud dissipates with a falltime that is controlled by the
low-energy value of δ(E) [31]. In general, there is no sim-
ple, direct correlation between the risetime and the falltime.

In regions of the storage ring with an external magnetic
field, such as dipole bending magnets, quadrupoles, etc.,
the EC distribution develops characteristic geometrical pat-
terns. For typical fields in the range B = 0.01 − 5 T
and typical EC energies < 100 eV, the electrons move in
tightly-wound spiral trajectories about the field lines. In
practice, in a bending dipole, the electrons are free to move
in the vertical (y) direction, but are essentially frozen in the
horizontal (x). As a result, the y-kick imparted by the beam
on a given electron has an x dependence that is remem-
bered by the electron for many bunch passages. It often
happens that the electron-wall impact energy equals Emax

at an x-location less than the horizontal chamber radius. At
this location δ(E) = δmax, hence ne is maximum, leading
to characteristic high-density vertical stripes symmetrically
located about x = 0 [32]. For quadrupole magnets, the EC
distribution develops a characteristic four-fold pattern, with
characteristic four-fold stripes [33].

In summary, the electron-cloud formation and dissipa-
tion:

• Is characterized by rich physics, involving many in-
gredients pertaining to the beam and its environment.

• Involves a broad range of energy and time scales.

• Is always undesirable in particle accelerators.

• Is often a performance-limiting problem, especially in
present and future high-intensity storage rings.

• Is challenging to accurately quantify, predict and ex-
trapolate.

The main goals of current research in electron-cloud
physics are, in no particular order of importance or rele-
vance:

• Identify the relevant variables in each case.

• Estimate the electron density, time dependence, inci-
dent flux at the walls of the chamber walls, etc.

• Compare predictions against measurements as thor-
oughly as possible; iterate the process and pin down
the values of the relevant variables.

• Predict the magnitude of the effect in other cases; if
possible, minimize the effect at the design stages of
new machines.

• Define a relatively simple set of rules of thumb, or
a simple effective theory, to approximately determine
the severity of the effect.

• Design and implement mitigation or suppression
mechanisms.

These latter mechanisms can be classified into passive
and active. Passive mechanisms that have been employed
at various machines include:

• Coating the chamber with low-emission substances
such as TiN [34, 35], TiZrV [19, 36–42] and amor-
phous carbon (a-C) [43, 44].

• Etching grooves on the chamber surface in order to
make it effectively rougher, thereby decreasing the ef-
fective quantum efficiency via transverse grooves [45]
or the effective SEY via longitudinal grooves [46, 47].

• Implementing weak solenoidal fields (∼10–20 G) to
trap the electrons close to the chamber walls, thus
minimizing their detrimental effects on the beam [48,
49]

In terms of active mechanisms, clearing electrodes [50,
51] show significant promise in controlling the electron
cloud development. If an electron cloud is unavoidable and
problematic, active mechanisms that have been employed
to control the stability of the beam include tailoring the
bunch fill pattern [52] and increasing the storage ring chro-
maticity [27]. Fast, single-bunch, feedback systems are un-
der active investigation as an effective mechanism to stabi-
lize electron-cloud induced coherent instabilities [53, 54].

BRIEF HISTORY: BCE AND CE
The year 1995 is a dividing mark in the history of the

ECE. That year, a report was published describing a fast
and peculiar transverse coupled-bunch instability at the
Photon Factory (PF) at KEK [55] that arose only when the
machine was operated with a positron beam. Unlike the



Figure 1: Cartoon illustrating the build-up of the electron cloud in the LHC for the case of 25-ns bunch spacing. The
process starts with photoelectrons and is amplified by the secondary emission process. This cartoon was generated by F.
Ruggiero.

ion-induced instability observed when the PF was operated
with an electron beam, the positron beam instability per-
sisted even with a substantial gap in the bunch train. The
observed coupled-bunch mode spectrum for the positron
beam was qualitatively different from that for an elec-
tron beam under otherwise similar conditions. The phe-
nomenon disappeared when the bunch spacing was suffi-
ciently large, and it could not be attributed to known ma-
chine impedances. The amplitude of the unstable motion
reached saturation and was accompanied by the excitation
of vertical coupled-bunch oscillations, and possibly of ver-
tical emittance growth.

Experimental analysis [55], simulations [56] and ana-
lytical work [57] showed that the cause of the instability
is an electron cloud (EC) that developed inside the vac-
uum chamber generated by photoelectron emission by syn-
chrotron radiation from the beam striking the walls of the
chamber. This photoelectron instability (PEI) [56] is one
of many ECEs investigated in positron storage rings since
then. The phenomenon was subsequently studied in ded-
icated experiments at BEPC [58] and the APS [59]. The
ECE led to serious performance limitations at PEP-II and
KEKB [60]. A closely related coupled-bunch instability
was previously observed at CESR, although in this case the
photoelectrons were trapped and localized in a section of
the ring rather than spread out over most of the circumfer-
ence [61]. A comprehensive program dedicated to mea-
surements and analysis of ECE’s for e+e− storage rings is
now ongoing at CESR [62].

The above-mentioned ECE’s are related to previously
observed electron-proton dynamical effects such as beam-
induced multipacting (BIM), first observed at the CERN
proton storage ring ISR [63] when operated with bunched
beams. Closely related to BIM is trailing-edge multipact-
ing observed at the LANL spallation neutron source PSR
[64], where electron detectors register a large signal dur-
ing the passage of the tail of the bunch even for stable
beams. All ECEs in e+e− as well as in hadron storage rings

have precursors in the e-p instabilities for bunched and un-
bunched beams first seen at BINP in the mid-60s [65].

For the above reasons, 1995 marks the beginning1 of
the Common Era (CE) of the ECE (i.e., common to lep-
ton and hadron rings). Before the Common Era (BCE),
the only beam dynamics phenomena that were understood
to be caused by electrons pertained to proton beams. As
far as I know, 1997 was the first year in which ECEs from
both positron and proton storage rings were discussed at
the same meeting [2, 3].

OTHER CONSEQUENCES
Based on prior experience at the ISR, concerns arose in

1995-96 that electrons might spoil the LHC vacuum [66].
Early 1997 calculations showed that the LHC will be sub-
ject to an ECE [67], chiefly because the beam emits copious
synchrotron radiation upon traversing the dipole bending
magnets, with a critical photon energy

3h̄c
2ρ

γ3 ' 44 eV (1)

where ρ ' 2804 m is the bending radius of the dipole mag-
nets and γ ' 7460 is the usual relativistic factor of the
proton beam at 7 TeV beam energy. The number of pho-
tons of all energies emitted per proton traversal through one
bending magnet is given by

5αγ
2
√

3
∆θ ' 0.4 (2)

where α ' 1/137 is the fine structure constant and ∆θ ' 5
mrad is the orbit bending angle through a single dipole.
Roughly 50% of these photons have energies above the
work function of the metal, leading to a substantial num-
ber of photoelectrons; as a result, the mechanism for the
formation of the electron cloud in the LHC is analogous

1We choose the dividing line to be the publication year, 1995, even
though the PF instability had been under study well before publication.



to present-day positron rings. Further calculations [67,
68], including the effects of secondary electron emission,
quickly revealed the possibility of a substantial ECE. In
this case, the primary concern was the power deposited
by the electrons on the beam screen as they rattle around
the chamber, which must be dissipated by the cryogenic
system if the LHC superconducting magnets are to work
as specified at nominal beam current. Since the cryogenic
system was designed before the discovery of the ECE’s in
the LHC, substantial effort has been devoted since 1997 to
better estimate the power deposition, to identify the condi-
tions under which the cooling capacity may be exceeded,
and to devise mitigation mechanisms if necessary. As part
of this effort, the ECE has been experimentally studied at
the SPS and the PS at the high beam intensities required
for nominal LHC operation [25]. Recent experience at the
LHC confirms the expectation of a significant ECE, even
though the beam energy is presently only 3.5 TeV [69].

Another possible consequence of the EC is a strong in-
crease in the vacuum pressure, produced by gas desorp-
tion by the electrons striking the walls. The phenomenon is
strongly dependent on bunch current. The pressure rise ex-
hibits a threshold behavior in beam current, and is sensitive
to the bunch fill pattern at fixed total current, as observed
in the B factories and the SPS [70]. When RHIC was oper-
ated with ion beams, the pressure rise was rather dramatic
at transition energy due to the short bunch length, often
triggering a beam abort by the machine protection system.
By now this problem, related to the above-mentioned BIM
at the ISR [63], has been controlled via low-emission coat-
ings [36].

EC-induced single-bunch head-tail instabilities [71–73]
have been predicted and observed at several storage rings.
Before EC mitigation mechanisms were implemented at
KEKB, such instabilities led to an effective beam blowup,
becoming the most serious luminosity performance limita-
tion. Bunch-to-bunch tune shift that grows towards the tail
of the bunch train, sometimes leading to coupled-bunch in-
stabilities, have also been observed [55, 74, 75].

Electrons from the cloud getting “sucked into” the body
of a passing bunch typically lead to a rather significant
head-tail tune spread. When this tune spread is combined
with synchrotron oscillation and/or space-charge forces,
incoherent effects result, such as slow emittance growth
and/or particle losses. The bunch current threshold for such
effects can be lower than for the above-mentioned single-
bunch instabilities [53, 76–78].

A high-current instability that has been observed for
many years at the PSR is also an ECE [64]. The phe-
nomenon has been studied in intense, long-pulse, heavy-
ion fusion drivers [79], at the J-PARC proton rings [80],
and at the FNAL Main Injector [81, 82].

In summary:

• The ECE has been observed at many recent machines
such as PF, PEP-II, KEKB, BEPC, PS, SPS, APS,
RHIC, Tevatron, MI, SNS, CESRTA, DAΦNE and

most recently the LHC, either through diminished per-
formance or dedicated experiments.

• At the B factories PEP-II and KEKB, controlling the
EC was essential to achieve and then exceed the lu-
minosity goals. At PEP-II, an antechamber was in-
corporated into the design, designed to allow ∼99%
of the photons to escape the chamber. In addition,
the arc chambers were coated with TiN to reduce the
SEY [34]. Elaborate fill patterns, designed to clear
the electrons, were used for a while [52]. An effective
suppression mechanism, implemented in both facto-
ries, was the installation of solenoidal magnetic fields
to trap electrons near the chamber surface [48, 49].

• The PSR suffers from a two-stream instability caused
by electrons trapped in the beam potential. Although
this instability typically happens at beam currents
higher than required for nominal operation, it inspired
a decision to coat the chambers of the SNS with TiN
[35].

• At RHIC, the above-mentioned fast vacuum pressure
rise instability at high current was also controlled via
TiZrV coatings [36].

• ECEs are by now a generic concern for future ma-
chines, which invoke very intense beams (LHC and
its injectors, ILC DRs, MI upgrade, . . . ). Various mit-
igation mechanisms are being actively researched to
control the EC at the SPS in the context of the LHC
future upgrade [69].

SIMULATION OF THE ECE
Broadly speaking, depending on the approximations im-

plemented, EC simulation codes in use today are of three
kinds:

• Build-up codes.

• Instability codes.

• Self-consistent codes.

Build-up codes make the approximation that the beam is
a prescribed function of space and time, and therefore is
nondynamical. The electrons, on the other hand, are fully
dynamical. With this kind of code one can study the build-
up and decay of the EC, its density distribution, and its
time and energy scales, but not the effects of the EC on the
beam2. These codes may include a detailed model of the
electron-wall interaction, and come in 2D and 3D versions.
2D codes are well suited to study the EC in certain isolated
regions of a storage ring, such as in the body of magnets,
and field-free regions. 3D codes are used to study the EC

2Actually, these codes do allow the computation of the dipole wake
induced by the EC on the beam, which in turn allows a first-order compu-
tation of the coherent tune shift of successive bunches of the beam.



in magnetic regions that are essentially 3D in nature, such
as fringe fields and wigglers.

Instability codes aim at studying the effects on the beam
by an initially prescribed EC. In these codes the beam par-
ticles are fully dynamical, while the dynamics of the cloud
electrons is limited. For example, the electron-wall inter-
action may be simplified or non-existent, and/or the elec-
tron distribution may be refreshed to its initial state with
the passage of successive bunches.

Self-consistent codes aim to study the dynamics of the
beam and the electrons under their simultaneous, mutual,
interaction. Such codes are far more computationally ex-
pensive than either of the above-mentioned “first-order”
codes, and represent the ultimate logical stage of the above-
mentioned simulation code efforts. Self-consistent codes
are beginning to yield significant results [83].

A repository website containing code descriptions and
contact persons has been developed by the CARE program
[84].

A SIMPLE EFFECTIVE THEORY
By “simple effective theory” we mean an equation, or

set of equations, that can be solved analytically, and whose
solution might be used to interpret detailed simulation re-
sults, or measurements, in terms of a few effective param-
eters. An “effective parameter” is a combination of basic
parameters, such as those fed to a simulation via the in-
put file, and is usually averaged over a certain length of
time and over the cloud electrons. Thus an effective theory
has no genuine predictive power; however, the effective pa-
rameters extracted from fits to the data might give useful
information about the basic parameters, and about the ba-
sic dynamics of the cloud. We already defined the effective
SEY δeff ; a few more effective parameters appear in the
analysis below. In addition, identifying effective parame-
ters in EC dynamics may help in defining a more useful,
and much reduced, “parameter phase space” for the EC dy-
namics, and in extrapolating the results from one storage
ring to another.3

As in other approaches [85], the essence of the proce-
dure to find an effective theory is to integrate out the elec-
tron dynamics over the shortest time scales, thereby reach-
ing a simplified equation involving the evolution of the
EC density at longer time scales. In the discussion be-
low, “short” means comparable to the bunch length, while
“long” means comparable to the bunch spacing. This def-
inition of “short,” however, may be different in the case of
hadron machines; in any case, “short times” really means
time scales for a typical electron to move across the cham-
ber by a reasonable fraction of the chamber radius under
the influence of the bunch.

Let Ne(t) be the number of cloud electrons at time t in
a chamber section of length L being simulated. Assuming

3Although work began in 2005, a summary of this effective theory was
first presented at the 21 October, 2009, meeting of the CesrTA collabora-
tion.

that there is no net flow of electrons into or out from this
section, simple charge conservation implies that the time
derivative of Ne is

Ṅe = Ṅprim + Ṅsec − Ṅcol︸ ︷︷ ︸
net secondaries

(3)

where Ṅprim is the rate of primary electrons generated by
the beam by all mechanisms, Ṅcol is the rate of electron-
wall collisions, and Ṅsec is the rate of secondary electrons
generated in such collisions. The effective SEY is given
by δeff = Nsec/Ncol ' Ṅsec/Ṅcol. Dividing by L and
multiplying by the electronic charge e yields

λ̇e(t) =
eṄprim

L
+ (δeff − 1)pJ (4)

where λe = eNe/L is the EC line density, p is the perime-
ter of the chamber cross section and J is the incident elec-
tron flux at the wall (with units of current per unit area).

Now Ṅprim can be expressed in terms of the instanta-
neous beam current and primary electron generation pa-
rameters (see below). Let n′p be the number of primary
electrons generated per beam particle per unit length of
beam traversal. If vb is the speed of the beam, the num-
ber of primary electrons generated per unit time per beam
particle is

ṅp = vbn
′
p (5)

As for the time dependence of n′p, the fact that the primary
electron-generation processes are incoherent implies that
n′p(t) ∝ Ib(t) where Ib(t) is the instantaneous beam cur-
rent at this location [31]. Simple geometrical arguments
yield

eṄprim

L
= ṅpλb(t)/Z (6)

where λb(t) = Ib(t)/vb is the instantaneous beam line den-
sity and Z is the beam-particle charge in units of e (i.e.,
Z = 1 for protons and positrons, Z = 79 for fully stripped
gold ions, etc.), hence4

λ̇e(t) = ṅpλb(t)/Z + (δeff − 1)pJ (7)

Using now J = eNe/(A∆ttr) = λe/(p∆ttr) where A
is the surface area of the chamber section being simulated
and ∆ttr is the characteristic traversal time of the electrons
across the chamber, we obtain

λ̇e(t) = ṅeλb(t)/Z +
λe(t)
τ

(8a)

τ =
∆ttr
δeff − 1

(8b)

At this point the careful reader is probably concerned
with issues of sign. As written, Eqs. (7,8) are valid pro-
vided that the quantities e, λe, λb, Z and J are taken to be

4In Eq. (7) Z appears explicitly because ṅp is the electron production
rate per beam particle, not per unit beam charge. I am indebted to M.
Blaskiewicz for bringing this equation to my attention.



positive. Note, however, that τ can be > 0 or < 0 depend-
ing upon the value of δeff .

We shall not consider the case in which there is a net in-
flux or outflow of electrons through the ends of the chamber
section being analyzed.

Simplest approximations.

Eqs. (7)-(8) for λ̇e(t) are quite general, hence quite use-
less, unless further approximations are made. The quanti-
ties τ , ∆ttr and δeff are all dynamical “effective” quanti-
ties; only λb(t) and Z are a priori well known.

We first calculate the various contributions to ṅp from
other quantities. For example, the contribution from pho-
toemission is given by

n′p = Yeff n
′
γ (9)

where n′γ is the number of photons striking the vacuum
chamber wall that are emitted per beam particle per unit
length of trajectory (which can be computed from standard
synchrotron radiation formulas), and Yeff is the effective
quantum efficiency of the chamber surface. This latter must
take into account factors such as the photon reflectivity of
the surface, the photon angle of incidence, the photon en-
ergy spectrum, and the possible existence of an antecham-
ber through which most photons can escape. Other contri-
butions to ṅp can be estimated via standard formulas de-
pending on one or a few parameters [31].

The next step consists in simplifying the 2nd term in the
right-hand side of Eqs. (7)-(8). We consider a beam com-
posed of bunches spaced by a distance (in the Lab frame)
sb = vbtb, where tb is the bunch spacing in time. Each
bunch has a population Nb so that the bunch charge is
Qb = eZNb. We now replace λb(t) by its time average5

λb(t) → λ̄b = Qb/sb. Using ṅp/sb = n′p/tb one obtains
the first-order differential equation

λ̇e(t) =
λp
tb

+
λe(t)
τ

(10)

where λp ≡ eNbn′p is the primary-electron line density.
Finally, we make the additional approximation, arrived

at with a great deal of hindsight and experience from sim-
ulations, that δeff and ∆ttr, and hence τ , are constant dur-
ing a meaningful length of time, i.e., at least several bunch
passages. Eq. (10) can then be readily integrated. If the
beam is injected into an empty chamber, i.e. no pre-existing
ecloud, at t = 0, one obtains the build-up expression

λe(t) = λp(τ/tb)(et/τ − 1) (11)

For short times, |t/τ | � 1, one finds the linear behavior

λe(t) '
λpt

tb
(12)

5This simplification is not essential; see the section on space-charge
effects below.

independent of τ (and therefore of δeff and ∆ttr). This be-
havior shows that the initial build-up of the ecloud is dom-
inated by primary electrons, as it should be expected.

When δeff < 1 (i.e., τ < 0) the chamber walls act as
net absorbers of electrons hence λe(t) reaches saturation
after a time interval long enough that the number of pri-
mary electrons generated per unit time equals the number
of electrons absorbed by the walls per unit time. The satu-
rated value can be obtained by setting λ̇e = 0 in Eq. (10)
or by taking the t→∞ limit of Eq. (11),

λsat = −λpτ/tb (τ < 0) (13a)

=
λp∆ttr

tb(1− δeff)
(δeff < 1) (13b)

A rough estimate of ∆ttr can be obtained by computing
the traversal time along a chamber diagonal of an electron
born at rest at a point in the chamber under the action of a
single ultrarelativistic bunch in the impulse approximation,
neglecting space-charge and image forces. Under these as-
sumptions, a straightforward calculation yields [63]

∆ttr =
b2

ZNbrec
(14)

where re is the classical radius of the electron (this ex-
pression assumes a round chamber of radius b; if it’s not
round, then b represents the smallest of the half-height or
half-width), therefore6

λsat =
en′pb

2

(1− δeff)Zsbre
(δeff < 1) (15)

This expression agrees well with simulations for the case
of short bunches, provided δeff is < 1 but not too close to
1. Of course, in this situation, the ECE is typically a weak
effect, hence not of much practical importance.

If the beam is extracted from the chamber at t = t0, the
solution of Eq. (10) is

λe(t) = λe(t0)e(t−t0)/τ (16)

In this case, expression (14) for ∆ttr cannot be correct be-
cause there is no beam present. One might attempt to ex-
press ∆ttr in terms of the residual electron cloud kinetic
energy E = kT , where T is the EC effective temperature
and k Boltzmann’s constant,

∆ttr =
b

c

√
2mc2

kT
(17)

where m is the mass of the electron, hence

τ =
(b/c)
δeff − 1

√
2mc2

kT
(18)

We shall not address the case of EC decay any further,
because simulation experience shows that there does not

6∆ttr and tb are related by the the Gröbner parameter G ≡
tb/∆ttr = Nbsbre/b

2.



seem to be any regime in which τ given by Eq. (18) is
constant for a meaningful length of time—the observed
decay is not quite exponential. Although the agreement
with simulations is qualitatively reasonable, more research
is needed.

If δeff > 1 then τ > 0 and Eq. (11) implies that the
ecloud density grows exponentially without bound, as long
as there is beam present. This unphysical behavior is a
consequence of our assumption that space-charge forces
are negligible, which becomes invalid when the EC den-
sity is high enough. In effect, τ cannot be a constant > 1
forever—see the section below on space-charge effects.

Solution for a bunched beam.
Assuming that the bunch length is short enough that its

force on the electrons is sensibly impulsive, and assuming
that one injects a bunch train into an empty chamber at t =
0, then

λb(t) =
Qb
vb

∞∑
k=0

δ(t− ktb) (19)

Plugging (19) into (7) one gets

λ̇e(t) = λp

∞∑
k=0

δ(t− ktb) +
λe(t)
τ

(20)

whose solution is the stepwise function

λe(t) = λp

[t/tb]∑
k=0

ektb/τ (21)

where [t/tb] represents the largest integer ≤ t/tb. For
t/tb � 1 this yields

λe(t) ' λp

t/tb∫
0

dk ektb/τ

= λp(τ/tb)(et/τ − 1) (22)

which is identical to (11). Therefore, within the stated ap-
proximations in this model, a continuous beam yields the
same results, in the long term, as a bunched beam.

Space-charge effects.
When the SEY is large enough, δeff exceeds 1 hence

Eq. (8b) implies τ > 0, hence the solution of Eq. (10)
grows exponentially forever. This unphysical situation is
controlled, in reality, by the space-charge forces which
push the electrons back into the walls when λe becomes
large enough. All simulations for which δeff > 1 show lin-
ear growth of λe(t) when t is small enough that the process
is dominated by primaries, followed by exponential growth
when the process is dominated by secondaries if δeff > 1,
followed, in turn, by saturation as δeff decreases towards 1
from above as the space-charge forces make the rate of sec-
ondary electron absorption equal to the rate of secondary

electron creation. A plausible and simple way to describe
this effect is to make the assumption

δeff − 1 = κ

(
λc − λe
λ̄b

)
(23)

where the constants κ and λc remain to be expressed in
terms of more fundamental quantities, and λ̄b is included
as a convenient normalization. Eq. (23) expresses the sim-
ple fact that the above-mentioned approach δeff → 1 is in
simple proportion to the difference of the average EC den-
sity ne relative to some critical value nc ≡ λc/(eS), where
S is the area of the chamber cross section. With assumption
(23), Eq. (7) becomes

λ̇e = ṅpλb/Z + κ(λc − λe)
λe(t)
λ̄b∆ttr

(24)

Replacing λb → λ̄b and defining the scaled variables
x = t/tb and y = λe/λ̄b we obtain the first-order non-
linear equation

dy

dx
= α+ β(yc − y)y (25)

where

yc = λc/λ̄b (26a)
α = ṅptb/Z = n′psb/Z (26b)
β = κtb/∆ttr (26c)

whose solution, assuming y(0) = 0, is readily found to be

y(x) =
−y+y−(g(x)− 1)
y+ − y−g(x)

(27)

where
g(x) ≡ eβ(y+−y−)x (28)

and where y± are the roots of the quadratic equation α +
β(yc − y)y = 0, given by

y± = 1
2 (yc ±

√
y2
c + 4α/β) (29)

Note that the exponential growth rate constant τ is given by

tb
τ

= β
√
y2
c + 4α/β (30)

and the saturation level by

ysat = lim
x→∞

y(x) = y+ (31)

Eq. (27) has the desired features exhibited by space-
charge-limited simulations, namely the behavior of y(x) is
linear at small x (and in agreement with Eq. (12)), expo-
nential at intermediate x, and saturates at large x, provided
the parameters are in the appropriate regime. In practical
applications (see below), α is O(10−2) while β and yc are
O(0.1− 10), so that ysat ∼> yc. The excess ysat − yc is due
to the contribution from the primary electrons, proportional
to α.



In addition, Eq. (27) has the desired features when space-
charge forces are not important, represented by Eq. (11). In
this case, choosing κ < 0 (hence β < 0) ensures that δeff

remains < 1. In this case, the saturated level is ysat '
−α/(βyc). Comparing Eqs. (10)-(24), and neglecting λe
relative to λc, one obtains

tb
τ

= βyc (32)

As mentioned above, this effective theory invokes two
new parameters: κ describes, effectively, the growth rate of
the EC while yc determines its saturation level. The expec-
tation that the space-charge-dominated EC level saturates
when λe ' λ̄b implies7 yc ' 1. Within the described
model, however, κ and yc are free, therefore more research
is needed to interpret these parameters, and hence to fix
them, in terms of other physical variables.

Tests of the effective theory
As mentioned above, the effective theory has no genuine

predictive power. Nevertheless, one can test it against mea-
surements or simulations. The test consists of two steps:

1. Does the functional dependence of Eqs. (11) or (27)
fit the data?

2. If so, are the parameters extracted from the fit, such as
δeff , τ , λsat etc., reasonable and/or consistent with the
data?

We now carry out such a test for the simplest case,
namely for a round beam traversing a field-free region in a
round chamber in which photoelectrons are uniformly gen-
erated around the perimeter of the chamber cross section.
The exercise is carried out by fitting the effective theory
against simulations obtained with the code POSINST [68,
86–88]. Beam and ring parameters correspond to a sec-
tion of the CesrTA storage ring, except that we assume the
beam to be round instead of flat. Detailed values are listed
in Table 1. Note that these parameters imply

λ̄b =
eZNb
sb

= 2.67× 10−9 C/m (33a)

λp = eNbn
′
p = 2.80× 10−11 C/m (33b)

In order to isolate the effects of space-charge, we ac-
tually carry out two tests corresponding to two values for
the peak SEY. The low value, δmax = 0.8, leads to a low
EC density, hence to correspondingly weak space-charge
forces. In this case we switch off the computation of space-
charge in POSINST. The higher value, δmax = 2.0, leads
to a space-charge dominated EC density; in this case we
use a 64 × 64 space-charge grid. Although these two
choices for δmax are within a reasonable range for actual
surfaces, they do not necessarily correspond to any given

7The value λsat/λ̄b ' 1, however, is generally only in qualitative
agreement with our simulations, which typically yield λsat/λ̄b ' 0.5−4.

Table 1: Input Simulation Parameters.

Ring and beam
Ring circumference C = 768.43 m
Beam energy E = 5.3 GeV
Revolution period T0 = 2.563 µs
RF frequency fRF = 499.76 MHz
Harmonic number h = 1281
Bunch profile 3D gaussian
RMS bunch length σz = 1 cm
Trans. RMS bunch sizes (σx, σy) = (1, 1) mm
Bunch population Nb = 7× 1010

Bunch spacing 7 buckets
(tb = 14.01 ns, sb = 4.2 m)

No. of bunches in train 45
Total no. of buckets 500 (=1 µs)
Vacuum chamber round, radius= 4.45 cm
Section type field-free region
Primary e− sources
Photon reflectivity Rγ = 1 (uniform illumination)
Photon generation rate n′γ = 2.5× 10−2 (γ/e+)/m
Quantum efficiency Yeff = 0.1
Photoel. generation rate n′p = 2.5× 10−3 (e−/e+)/m
Secondary e− parameters
Peak SEY δmax = 0.8 or 2.0
Energy at δmax Emax = 292.6 eV
SEY at 0 energy δ(0) = 0.2438× δmax

Simulation parameters
Primary macroelectrons/bunch 1000
Max. no. of macroelectrons 20000
Full bunch length Lb = 5σz
Integration time step 4.17× 10−11 s
Space-charge grid (if used) 64× 64

material. Rather, these values are meant to define two dis-
tinct regimes in the analysis of the effective theory.

For the case with δmax = 0.8 the results are shown in
Fig. 2. The red dashed line is the one-parameter fit of
Eq. (11) to the simulation, which yields τ = −77.9 ns. In-
serting this value into Eq. (13a) yields λsat = 1.56×10−10

C/m. Note that this value of λsat implies an average neu-
tralization level

λsat

λ̄b
= 0.058 (34)

which is sufficiently low to sensibly justify the absence of
space-charge forces.

It is clear that the functional form of the fit in Fig. 2 is
a very good description of the simulation data. But is the
extracted value of δeff consistent with the other results of
the simulation? This can be judged by the results in Fig. 3,
which shows the simulated average SEY as a function of
time. It is clear that, as long as the beam is present, the
average SEY is ∼<0.6, in good agreement with δeff = 0.57,



Figure 2: Average EC line density when δmax = 0.8 (neg-
ligible space-charge). The red dashed line is Eq. (11) for
the indicated parameter values. The end of the 45-bunch
train occurs at t ' 0.62 µs.

Figure 3: Simulation results for the SEY as a function of
time. Plotted is the SEY averaged over all electron-wall
collisions during successive time intervals of duration 1 ns.
The red dashed line corresponds to δeff = 0.57, the value
extracted from the analytic fit.

the value extracted from the above fit using Eq. (15). This
provides further justification of the goodness of the effec-
tive theory, at least in this case.

We now address the space-charge-dominated case, cor-
responding to the choice δmax = 2.0. In this case, the input
parameters in Table 1 inserted into Eq. (26b) yield

α = n′psb = 0.0105 (35)

Results are shown in Fig. 4. In this case, the analytic
fit with Eq. (27) involves two fitting parameters, namely β
and yc, whose values are given in the figure. In this case,
the large value for λsat/λ̄b ' λc/λ̄b = 4.43 implies an
overneutralized beam (on average), confirming the domi-
nance of space-charge forces.

While the functional form of the fit in Fig. 4 is rather
exquisite, another quantitative measure of the goodness

Figure 4: Average EC line density when δmax = 2.0
(space-charge dominated case). The red dashed line is
Eq. (27) when the fitting parameters β and yc (Eq. (26))
take on the indicated values. The green line represents λ̄b,
Eq. (33a).

of the space-charge-dominated effective theory can be as-
certained by examining how well is Eq. (23) satisfied by
the simulation. First, we determine the value of κ from
Eq. (26c),

κ = β
∆ttr
tb

= 0.167 (36)

where we used β = 0.07 and we assumed the validity of
the impulse approximation for ∆ttr, Eq. (14). We then re-
write Eq. (23) in the form

δeff − 1 = κ

(
yc −

λe
λ̄b

)
(37)

and insert into (37) the above-mentioned values for yc, κ
and λ̄b plus the simulation results for δeff and λe. The com-
parison of the resulting left-hand and right-hand sides of
this equation is shown in Fig. 5. We see here that the agree-
ment of both sides of Eq. (37) is only qualitative. Unfortu-
nately, in this comparison there is a significant confound-
ing factor, namely that ∆ttr is computed in the impulse
approximation neglecting space-charge and image forces,
hence this test is not expected to be quantitatively accu-
rate. Indeed, the value we used to obtain κ, ∆ttr = 33.5
ns obtained from Eq. (14), is more than double the bunch
spacing, hence this value of ∆ttr probably does not repre-
sent well the time scale of the dynamics of a typical elec-
tron. For this reason, we are puzzled by the fact that the
above value for ∆ttr seems to give much better results for
the non-space-charge-dominated case than for the space-
charge-dominated case. More research is needed; in any
case, we take a fair amount of comfort in the qualitative
agreement shown in Fig. 5.

Limitations
The unexpectedly good agreement between the effective

theory and simulation for the space-charge-dominated case



Figure 5: Left-hand side and right-hand side of Eq. (37) for
the indicated values of yc, β and κ.

presumably implies that Eq. (23) has a more fundamental
validity than a simple ansatz—theoretical research along
these lines seems worth pursuing. Tests of the effective
theory carried out in a region with a dipole magnetic field
show quantitative agreement with simulations only within
factors of ∼ 2, although the general qualitative trends are
correct. Presumably, this is because the magnetic field
spoils the cylindrical symmetry of the system that is in ef-
fect in the field-free example presented above. We have not
attempted to test the effective theory in a non-cylindrical
chamber.

It is easy to augment, or complicate, the above effec-
tive theory in order to make it better agree with data, via
the introduction of new parameters. For example, a simple
extension of the basic assumption expressed by Eq. (23),
which seems to be suggested by simulation results in some
cases, might be given by

δeff − 1 = κ

(
λc − λe
λ̄b

)q
(38)

where q is another fitting parameter. It seems to us that
such improvements will not lead to an increase in the basic
understanding of the dynamics. A better approach would
be to inject more physical modeling into the ingredients of
effective theory, thereby providing meaning to the newly
introduced effective parameters. In this way, a fit to the
data would provide meaningful insights.

However, even qualitative agreement between the effec-
tive theory and data (simulated or real) helps to identify and
evaluate effective parameters, and this is perhaps the most
significant value of such theories.

CONCLUSIONS
Understanding of the dynamics of the EC has progressed

much since the mid-90’s, when the effect was identified at
the KEK PF. Interest in the ECE has remained persistently
high ever since, in both realms of positron and proton (or
ion) machines. It is perhaps fair to say that the fundamental

reason for the complexities of the dynamics, and the steady
stream of surprises that the EC has revealed over the years,
is due to the broad range of time scales involved in the dy-
namics. This broad range, in turn, can be attributed to the
large difference in the EC energy scales, typically tens of
eV’s, and the typical beam energy scales, typically GeV’s.
In addition, given that the dynamics mixes details of the
beam with geometric and electronic properties of the vac-
uum chamber surface, there is a large number of variables
involved, whose relative relevance generally changes from
one machine to another.

Nevertheless, though much progress has been made,
including the benchmarking and validation of simulation
codes, and the identification of several relevant variables,
we do not yet have reliable, simple, rules of thumb to de-
cide a priori (i.e., without extensive simulations) when any
given machine will be “safe” vis-à-vis the ECE. We can
reasonably forecast when the effect will be severe, but not
very well when the effect will be weak. For example, we
would like to develop criteria akin to current thresholds for
instabilities triggered by conventional impedances. Effec-
tive theories may help to simplify the picture, and hopefully
to better allow extrapolations from one case to another.

Finally, with its comprehensive combination of measure-
ments, simulations, diagnostics and analysis, CesrTA is
without a doubt the most significant, dedicated, systematic
program devoted to understand the ECE not only in e+e−

rings, but its generic aspects as well, which are already
benefitting hadron machines such as the LHC. Although
funding started only ∼3 years ago, progress has been truly
major. This ECLOUD10 workshop is rightfully sited at
Cornell.
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